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ABSTRACT

Context. Transmigsion spectroscopy is one of the most powerful techniques to characterize transiting exoplanets since it allows to
measure the abundance of the atomic and molecular species in the planetary atmosphere. However, the stellar lines can bias the
determination of such abundances if their center-to-limb variations (CLVs) are not properly accounted for.

Aims. This paper aims to show_that three-dimensional (3D) radiation hydrodynamic models and non-local thermodynamic equilib-
rium (non-LTE) line formation are required for an accurate modeling of the stellar CLV of the Na1 D; and K1 resonance lines on
transmission spectra.

Methods. We model the CLV of the Na1 D, and K1 resonance lines in the Sun with 3D non-LTE radiative transfer. The synthetic
spectra are compared to solar observations with high spatial and spectral resolution, including new data collected with the CRISP
instrument at the Swedish 1-m Solar Telescope between y = 0.1 and u = 1.0.

Results. Our 3D non-LTE modeling of the Na1 D, resonance line at 5896 A and the K 17699 A resonance line in the Sun is in good
agreement with the observed CLV in the solar spectrum. Moreover, the simulated CLV curve for a Jupiter-Sun system inferred with a
3D non-LTE analysis shows significant differences from that obtained from a 1D atmosphere. The latter indeed tends to overestimate
the amplitude of the transmission curve by a factor that is of the same order of magnitude as a planetary absorption depth (up to 0.2%).
Conclusions. This work highlights that in order to correctly characterize exoplanetary atmospheres, 3D non-LTE synthetic spectra
should be used to estimate the stellar CLV effect in transmission spectra of solar-like planet hosts. Moreover, since different spectral
lines show different CLV curves for the same geometry of the planet-star system, it is fundamental to model the CLV individually
for each line of interest. The work will be extended to other lines and FGK-type stars, allowing synthetic high-resolution spectra to
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mitigate the stellar contamination of low-resolution planetary spectra, for example those from JWST.

Key words. Sun: atmosphere — line: formation — line: profiles — Planets and satellites: atmospheres — Techniques: spectroscopic

1. Introduction

Transmission spectroscopy is a powerful tool to measure abun-
dances of atomic and molecular species in the atmosphere
of transiting exoplanets, especially close-in gas giants or Hot
Jupiters (Czesla et al. 2015; Casasayas-Barris et al. 2017). When
a planet transits across the stellar disk of its host star, the
recorded stellar spectrum includes the planetary contribution.
The latter can be detected as an extra absorption at specific wave-
lengths corresponding to the species that are present in the upper
layers of the planetary atmosphere, through which the starlight
is filtered during the transit. This technique works by subtract-
ing the light recorded out of transit from that recorded during the
transit, in order to detect the extra absorption due to the planet.
In practice, high spectral resolution (i.e., R = 100 000) is re-
quired to probe such weak features, which are usually of the or-
der of only 0.01 - 0.1%. Therefore, high-resolution ultra-stable
spectrographs such as HARPS (Mayor et al. 2003), HARPS-N

(Cosentino et al. 2012), CRIRES+ (Kaeufl et al. 2004; Dorn
et al. 2014; Dorn et al. 2023), PEPSI (Strassmeier et al. 2015)
or ESPRESSO (Pepe et al. 2021) are needed for this kind of re-
search.

To date, the most extensively studied atomic lines in transit
spectroscopy are the lines of some alkali metals: the Nar reso-
nance doublet at 5890 A and 5896 A, and the near-infrared K1
resonance line at 7699 A . High-resolution studies allowed to de-
tect sodium in the atmospheres of several giant exoplanets, that
are either Hot Jupiters or Neptunes, such as WASP-166b (e.g.,
Seidel et al. 2020), WASP-121b (e.g., Hoeijmakers et al. 2020;
Cabot et al. 2020; Seidel et al. 2023), WASP-49b (e.g., Wytten-
bach et al. 2017), WASP-69b (e.g., Casasayas-Barris et al. 2017),
WASP-76b (e.g., Seidel et al. 2019), KELT-9b (e.g., Hoeijmak-
ers et al. 2019), KELT-20b (e.g., Casasayas-Barris et al. 2019),
HD 189733b (e.g., Wyttenbach et al. 2015; Yan et al. 2017) and
HD 209458Db (e.g., Charbonneau et al. 2002; Snellen et al. 2008).
The latter is the first exoplanet where an atomic species was
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detected for the very first time by Charbonneau et al. (2002).
They detected neutral sodium through in-transit excess absorp-
tion in the Na1D; and D, lines from observations with the Space
Telescope Imaging Spectrograph (STIS) on board of the Hub-
ble Space Telescope (HST). After that, many other studies also
from ground-based telescopes were carried out and several other
species were detected including neutral potassium through the
7699 A resonance line (Casasayas-Barris et al. 2021). The first
detections of K1 occurred XO-2b (Sing et al. 2011) and in the
eccentric hot Jupiter HD 80606b (Colén et al. 2012).

An important effect to consider when analyzing spectra with
this technique is the center-to-limb variation (CLV) of the stellar
line profiles. Indeed, Casasayas-Barris et al. (2020) stressed the
importance of correctly accounting for this effect on the inter-
pretation of the spectra of HD 209458. The CLV describes the
change in both strength and shape of the lines forming in the
stellar atmosphere as the observer’s line of sight moves from the
center to the edge of the stellar disk.

By going towards the limb, the spectral lines are formed in
higher layers of the photosphere. Different spectral lines are af-
fected in different ways owing to their sensitivities on depth-
dependent quantities such as temperature, electron pressure, and
velocity, among others. This CLV effect is closely related to con-
tinuum limb darkening: by going towards the limb, the higher,
cooler layers of the photosphere are exposed to the observer,
decreasing the observed surface brightness. The CLV of stel-
lar lines can affect the correct determination of elemental abun-
dances in the planetary atmospheres if not properly corrected for
or even mimic planetary signals, thus leading to a false detection,
since in some cases it is of the same order of magnitude as the
planetary absorption feature (Czesla et al. 2015). During a tran-
sit, as the planet progresses, it obscures and blocks the light of
parts of the stellar disk that contribute differently to the observed
stellar line profile, which then varies among the different transit
phases. Simply subtracting the out-of-transit light without con-
sidering the angle dependence will therefore introduce an error.

Although the CLV effect is recognized as an important and
critical factor (e.g., Miiller et al. 2013), it is often modeled by
adopting the simple assumption of local thermodynamic equilib-
rium (LTE) and one-dimensional (1D) plane-parallel stellar at-
mospheres (e.g., Casasayas-Barris et al. 2019; Chen et al. 2020),
or sometimes with 1D non-LTE models (e.g., Yan et al. 2017,
Casasayas-Barris et al. 2017; Morello et al. 2022; Sicilia et al.
2022). However, several studies have shown that the commonly
used 1D LTE models fail to reproduce spatially resolved obser-
vations of the solar disk. Specifically, the CLV of several atoms,
such as Ca, C, O, Al and Fe lines, has been investigated in the
Sun, finding that they are poorly modeled in 1D LTE, with errors
on the line strength that range from strong (100%) to moderate
(10%) at 4 = 0.2 (e.g., Pereira et al. 2009; Lind et al. 2017; Nord-
lander & Lind 2017; Bjgrgen et al. 2018; Amarsi et al. 2018a,
2019; Bergemann et al. 2021; Pietrow et al. 2023c¢,b).

The Nar doublet and the K1 7699 A resonance lines are
strongly affected by departures from LTE; in particular over-
recombination of the neutral species and photon losses in the
resonance lines themselves (e.g., Lind et al. 2011; Reggiani et al.
2019). As such, 3D non-LTE modeling should be used for the
highest accuracy.

The Sun is an excellent test bench for observing and studying
the CLV of spectral lines (e.g., Pierce & Slaughter 1977; Neckel
& Labs 1994).

Several solar atlases were recently produced and made pub-
licly available, for example, the NSO/Kitt Peak FTS (Stenflo
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2015) and the Gregory Coudé Telescope SS3 (Ramelli et al.
2017, 2019) atlases, where the intensity of many spectral lines as
a function of wavelength at different viewing angles (1 = cos(6),
with @ the heliocentric angle') from the limb (i.e. u = 0) to the
solar disk center (i.e. 4 = 1.0) is recorded. Specifically, the FTS
atlas extends in the range 4084 — 9950 A, but it samples only
two positions along the solar disk: one at the center and one at
the edge (u = 0.145). Conversely, in the SS3 atlas the inten-
sity at 10 different angles, spanning from y = 0.1 tou = 1.0
in steps of 0.1, is recorded but the covered spectral range is
narrower (4384 — 6610 A). Moreover, both these atlases show
a noisy continuum (about 3%) and are not corrected for telluric
lines. Systematic and significant uncertainties in the continuum
of different atlases of the solar disk-center intensity were also
investigated in Doerr et al. (2016). An updated high-resolution
atlas provided by the Institut fiir Astrophysik Gottingen (IAG)
that includes the CLV of several lines (in the wavelength range
4200 — 8000 A) has recently been published (Ellwarth et al.
2023). Nevertheless, it does not reach the very limb, u = 0.2
being the farthermost angle sampled.

The CLV of stellar lines in stars other than the Sun has only
been studied very recently. Dravins et al. (2017, 2018) have
tested how to resolve the surface of a K-type star, namely HD
189733A, using a transit of its exoplanet as a probe, and per-
forming differential spectroscopy of a strong Fer line between
different transit phases. This technique requires high-resolution
spectra as well as very precise observations, but it remains a very
promising candidate for spatially resolving the surface of many
other stars in the near future. However, it should be noticed that
the technique relies on the assumption that the planetary atmo-
sphere contribution for that specific Fe1 line is null.

In this work, we study the 3D non-LTE CLV of absorption
lines of neutral sodium and potassium in the Sun, and explore the
implications for transmission spectroscopy studies. In Sect. 2 we
describe the observational data used in this work. Complement-
ing data from the literature, we have carried out observations for
the Na1 D; line at 5896 A and the K1 line at 7699 A between
p = 0.1 and 1.0, obtained with the CRisp Imaging SpectroPo-
larimeter (CRISP; Scharmer et al. 2008) on the Swedish 1-m So-
lar Telescope (SST; Scharmer et al. 2003). In Sect. 3 we describe
our 3D non-LTE calculations, as well as our 3D LTE, 1D non-
LTE, and 1D LTE calculations. In Sect. 4 we use these models
to quantitatively analyze the solar observations, and demonstrate
the impact of 3D non-LTE modeling on a simulated CLV trans-
mission light curve in a Sun-Jupiter system. Finally, in Sect. 5
we summarize the conclusions and discuss future perspectives.

2. Observations and data processing

For this work, we employ data from the recently published solar
intensity atlas obtained with the Fourier Transform Spectrograph
(FTS; Schifer et al. 2020) at the IAG Vacuum Vertical Telescope
(VVT), hereafter referred to as IAG FTS CLV Atlas, as well as
observations from the SST/CRISP. The spectra from the IAG
FTS CLV Atlas show a very high spectral resolution of about
R ~ 700 000 at 2 = 6000 10\, or Av = 0.0024 cm™! (Reiners et al.
2023) but are not corrected for telluric lines from water (H,O)
and molecular oxygen (O,). Therefore, the regions affected by
telluric lines were masked out. The IAG Atlas spans from u =

! 6 is defined as the angle between the outward normal of the stellar
atmosphere and the vector pointing from the center of the star toward
the observer.
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0.2 to 1.0, in step of 0.1, with additional spectra at the follow-
ing viewing angles: u = 0.35,0.95,0.97,0.98,0.99, with a total
of 14 u-angles covering the wavelength range 4200 — 8000 A.
These data are described in detail in Ellwarth et al. (2023).

For comparison and completeness, we also took observations
with the instroument CRISP at theOSST of the Na1 D; resonance
line at 5896 A and the K17699 A resonance line. The datasets
for these are described in Sect. 2.1, along with the reduction
and calibration processes. A comparison between the two solar
datasets, the IAG Atlas and the SST data, is presented in Sect.
2.2.

2.1. SST dataset

We obtained the data for the Na1 D; and K1 lines in two cam-
paigns, hereafter referred to as Campaign I and Campaign II, but
following the same procedure. We pointed the telescope at sev-
eral distinct positions on the disk, targeting quiet regions (i.e.,
without activity), from the solar north pole to the center, record-
ing data for a time period of between 14 and 26 minutes at each
position (i.e., u-angle). Since the tracking was active for the en-
tire observation time, this method allows to perform temporal av-
erages in order to correct for p-modes and oscillations. This is a
well-established technique used in several previous studies (e.g.,
Pierce & Slaughter 1982; Ding & Fang 1991; Pereira et al. 2009;
Lind et al. 2017). For the Na1 D, line, we pointed the telescope
atu = 0.2,0.4,0.6,0.8 and 1.0, going along the meridian from
the solar north pole to the disk center in order to avoid Doppler
shifts from rotation. For the K1 line we also pointed at u = 0.9,
but the data from this pointing were not reduced in the end. The
pointing positions are highlighted in Fig. 1. For £ = 0.2,0.4 and
0.6, a wider u range is covered by each pointing, due to the large
Field of View (FoV) of the cameras. The FoV is circular, with a
diameter of about 87" on the solar disk.

In addition to Na1 D; and K1 7699 A line, we also observed
the photospheric magnetically sensitive line of Ferat 6173 Ain

Fig. 1: Full-disk image of the Sun on 29 April 2023 in the AIA
171 A filter (Lemen et al. 2012). The black squares show all tele-
scope pointings used during the observation campaigns, span-
ning from the solar north pole to disk center.

order to check the level of solar activity during measurements.
This is the only line for which the polarimetric signal was mea-
sured. A summary of the data is reported in Table 1 and the spe-
cific wavelength points sampled for each line are shown in Ta-
ble 2. These positions are given relative to their line center and,
especially for the Na1 D, line, they are not all symmetrically
sampled”.

The observations were carried out under variable seeing con-
ditions. This is acceptable because our first goal is to take large-
scale averages along the FoV and use the fine-scale structure
only for the alignment. Indeed, the only constraint was that there
had to be at least one frame with high enough seeing to align
it to co-temporal SDO/HMI observations, as explained hereun-
der. Campaign I was performed at the end of August 2022, and
specifically, the Na1 D; and Fe1 6173 A data were taken be-
tween 08:15 and 10:41 UT on 27 August 2022 with SST/CRISP,
as shown in Table 1. We obtained one scan at 5 y-angles on the
same day. Just before the start of Campaign I, new detectors were
installed at the SST, with a larger FoV compared to the previ-
ous set-up (1.5’ radius circular compared to the 1’ X 1’ with the
old detectors). The old detectors were from Sarnoff and the new
ones are called "Ximea CB262RG-GP-X8G3”. The new detec-
tors also allowed to solve an issue with the back-scattering light
in the red part of the spectrum. The data of Campaign I were the
first to be taken with the new detectors.

Campaign II occurred at the end of April 2023, between
April 27 — 30 and we were not able to get one scan in one day
due to a very variable seeing. Therefore, different pointings were
performed each day depending on the seeing conditions (see Ta-
ble 1), but the data with the best seeing conditions were taken in
the morning of 29 and 30 April 2023 and so these are the K1data
analyzed in this work. During this campaign we observed the K1
7699 A and Fe16173 A line, obtaining in total two scans at 6
p-angles (however, as previously mentioned, the data for ¢ = 0.9
are not used in this work).

We reduced the data of both Campaigns with the SSTRED
pipeline (de la Cruz Rodriguez et al. 2015; Lofdahl et al. 2021),
which has been specifically designed to process the data from the
SST. It corrects for dark and flat fields but also includes polari-
metric calibrations and image restoration that removes optical
aberrations due to turbulence in the atmosphere. This step is per-
formed by the Multi-Object Multi-Frame Blind Deconvolution
(MOMFBD; Lofdahl 2002; Van Noort et al. 2005) algorithm,
which however can fail if the seeing conditions are poor (i.e.,
Fried parameter ry < 5 cm). This is not the case for our observa-
tions.

The SST pointing and tracking are good but in order to get a
very precise estimate of the p-angle corresponding to each pixel
of the FoV, we performed an additional aligning step. Several
studies make use of cross-correlation algorithms to align their
data (e.g., Cauzzi & Reardon 2012) but they only work well
when activity features like sunspots are clearly distinguishable in
the FoV. For quiet Sun observations, this is not usually the case,
especially at the limb with a lower image contrast. Therefore we
use the same method as Pietrow et al. (2023c), which consists of
manually aligning the images by looking for patterns among the
granules and bright points that match with SDO/HMI continuum
images (Lemen et al. 2012) which were enhanced in resolution
and contrast by means of a deep learning algorithm (Diaz Baso &
Asensio Ramos 2018). Each HMI image was picked to be within
half a minute of the highest seeing-quality scan within the first

2 A value is symmetrically sampled if it has a + symbol in front of it.
It is not if it has only a + or a —.
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Table 1: Summary of the SST/CRISP data. The columns show the date and time of observations, the campaign when they were
taken, the observed line, the number of pointings in the scan (nP), the number of wavelength points (n1), and the mean value of the

solar elevation angle during observations.

Observation date, time (UT) Campaign Line nP nd  Elevation angle (°)
2022-08-27, 08:15-10:41 I NarD; 5896 A 5 (u=0.2,04,0.6,0.8,1.0) 39 36.8
2022-08-27, 08:15-10:41 I Fe16173 A 5=02,04,0.6,0810 11 36.8
2023-04-27, 17:23-18:30 II K17699 A 3(u=0.2,0.8,0.9) 27 34.8
2023-04-27, 17:23-18:30 II Fe16173 A 3(w=0.2,0.8,0.9) 11 34.8
2023-04-28, 13:17-13:38 1T K17699 A 1 (u=1.0) 27 72.8
2023-04-28, 13:17-13:38 1T Fe16173 A 1 (u=1.0) 11 72.8
2023-04-29, 07:52-09:29 1T K17699 A 4 (u=04,0.6,09,1.0) 27 18.6
2023-04-29, 07:52-09:29 II Fe16173 A 4 (u=04,0.6,09,1.0) 11 18.6
2023-04-30, 08:09-09:30 II K17699 A 4 (u=0.2,04,0.6,0.8) 27 29.2
2023-04-30, 08:09-09:30 II Fe16173 A 4 (u=0.2,04,0.6,0.8) 11 29.2

Table 2: FPI tuning positions for each observed line. The tuning
positions are relative to a (daily) calibration on the line at disk
center.

Na1 D, 5896 A

—2000, —1740, —1480, —1220, —960, —700, —550, —440,
—374, £300, £248, £196, —144, £118, £92, +78, +£66, +40,
+£14, +140, +165, +381, +500, +578, +656, +812, +890,
+968, +1070 and 0 mA .

K17699 A

+1380, +1150, 920, £690, £460, £230, —178, =138, 115,
492, +69, +46, =23, +161 and 0 mA .

Fe16173 A

+450, +175, £105, 70, +35 and 0 mA .

ten scans of each pointing. In this way, we can straightforwardly
obtain absolute solar coordinates with respect to the disk center.
After that, we assigned a u value (see Eq. 1) at each pixel in the
images by simply using the Pythagorean theorem to calculate the
distance of each pixel from the disk center (r):

r 2
=41-(=—
K (R)

where Ry, is the angular radius of the Sun as seen from the Earth
in arcseconds. In Campaign I the solar radius is Rp= 949.5” and
it is 953" in Campaign II°.

Then, as previously mentioned, for the pointing at ¢ = 0.2,
0.4, and 0.6, a wider u range is covered due to the large FoV
of the cameras. Consequently, we were able to extract average
line profiles for more p-angles. Specifically, from the pointing at
u = 0.2, we obtained the line profiles at u = 0.1,0.15,0.2, and
0.25. Similarly, from the pointing at u = 0.4, we got the profiles
atu = 0.3,0.35,0.4 and 0.45. Lastly, from the pointing at u = 0.6
we could also extract the profiles at 4 = 0.55. Finally, we obtain
averaged line profiles for each spectral line, for the following 12
p-angles: 0.1, 0.15, 0.2, 0.25, 0.3, 0.35, 0.4, 0.45, 0.55, 0.6, 0.8,
and 1.0. These are computed by averaging over time and over
space all the pixels in the frames that are within the selected u
value +0.02. The CRISP image scale is 0.044" pixels~".

After that, we performed another calibration of the disk cen-
ter intensity (i.e., the 4 = 1.0 line profile) using the ISPy* library

ey

3 From https://ssd.jpl.nasa.gov/horizons/app.html#/
4 https://github.com/ISP-SST/ISPy
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(Diaz Baso et al. 2021) by fitting several wavelength points of
the averaged disk center profile to the IAG Atlas convolved with
CRISP instrumental profile’. The calibration routine was modi-
fied because it usually employs the solar atlas by Neckel & Labs
(1984). We then applied the intensity and wavelength calibra-
tion factors to all the other u-angle line profiles. This is again the
same method employed in Pietrow et al. (2023c).

The resulting limb darkening curves and line profiles of the
Na1D; line taken in Campaign I and of the K1line of Campaign
IT are shown in Appendix in Fig. A.2 and A.3, respectively.

2.2. Comparison of solar data

In this section, we compare our new SST/CRISP observations
to the IAG FTS Atlas through the measurement of equivalent
widths (W,) at different p-angles. First of all, we convolved the
Atlas with CRISP instrumental profile in order to degrade it to
the same resolution as our SST data, which is about R ~ 160 000
at 7699 A. Such convolution is shown in Fig. 2 and 3 where the
line profile of the Na1 D; and K1 line, respectively, at disk cen-
ter (i.e., u = 1.0) is compared between the two datasets. From
these figures, it is apparent that the agreement between the two
datasets at disk center is excellent, and specifically, it is within
2.5% for the K1 line and within 3% for the Na1 D, line.

Next, we computed the W, of all the Na line profiles at dif-
ferent p-angles in the wavelength range 5895.21 — 5896.291 A
(shaded region in Fig. 2) in order to exclude the blending on the
right wing due to an uncorrected telluric line that is clearly vis-
ible in Fig. 2. It is worth noting that we are not integrating the
entire line profile of the Na1 Dy line up to the continuum. The
W, of the Na1 D, line as a function of the u-angle is shown in
Fig. 4.

From the latter, it is apparent that the W, of the SST data
is slightly lower than the W, of the corresponding IAG pro-
file. Even with this small difference linearly increasing towards
the limb, the agreement between the two datasets is quite good,
and specifically, it is within 0.3% at disk center (u = 1.0) and
about 2.9% at the limb (u = 0.2). It is worth noting that the
SST pointings are more precise than the IAG, especially at the
limb because of the method we used to obtain the u-position of
each pixel of the frames, that is the alignment with simultane-
ous space-based data (i.e., SDO/HMI images) which translates
into sub-arcseconds precision at the limb. This procedure is ac-

5 The CRISP instrumental profile can be calculated with the "spec”
module of ISPy.
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Fig. 2: Top: Comparison of the Na1 D; line profile at disk cen-
ter between the SST/CRISP data (black dots) and the IAG Atlas
convolved with the instrumental profile (red dashed line). The
original profile from the IAG Atlas is also plotted with a black
solid line. The grey-shaded region highlights the selected wave-
length range for W, computation. A telluric spectrum (Hinkle
et al. (2000)) is overplotted as a grey line in the top panel, to
show that there is negligible contamination in the W, window.
Bottom: the difference between the convolved IAG Atlas and
the SST data in percentage.

curately described in Sect. 2.1. Conversely, the limitations of the
IAG Atlas come from the use of fibers, which result in increas-
ingly large uncertainties in the y-positions closer to the limb, as
is apparent from the horizontal error bars in Fig. 4.

The same calculations were performed for the K1 line, com-
puting the W, in the wavelength range 7698.495 — 7699.415 A,
as highlighted in Fig. 3. The resulting CLV of this line is shown
in Fig. 5, where W, at different u-angles are compared between
the IAG and SST data. Also in this case the W, of the SST data
is systematically lower than the IAG data but overall they agree
within 1 — 2% at all u-angles. Differences in continuum fitting
may have contributed to this difference in line strength, but we
emphasize that the atlases everywhere agree within the estimated
pointing errors.

With regards to the uncertainties on the IAG datapoints,
the horizontal error bars on u-angles were provided by Ell-
warth (priv. comm.) whereas the vertical error bars on equiva-
lent widths were estimated from Cayrel’s formula (Cayrel 1988;
Cayrel et al. 2004). They are reported in Table A.2 in Appendix.
The pointing of the SST is very precise; we estimate the hori-
zontal error bar on y from the aligning procedure of SST frames
with SDO images described in Sect. 2.1. Indeed, the geocen-
tric orbit of SDO leads to a potential error of maximum 1.7”.
In p-space, this translates into a negligible value at disk cen-
ter (about 107®) but becomes significant at the limb, reaching
0.02 at 4 = 0.1. The vertical error bars on W, of the SST data
correspond to the standard deviation of the individual pointings
(0,) added to an estimated error due to continuum placement
(T continuum)» Which represents the main source of uncertainty for
this dataset. These errors were computed by vertically shifting
the continuum within 1% and estimating how the W, change.
Therefore the total error becomes:

2

_ 2 2
Tior = 0-;1 + T continuum
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Fig. 3: Top: Comparison of the K1 7699 line profile at disk cen-
ter between the SST/CRISP data (black dots) and the TAG Atlas
convolved with the instrumental profile (red dashed line). The
original profile from the IAG Atlas is also plotted with a black
solid line. The grey-shaded region highlights the selected wave-
length range for W, computation. A telluric spectrum (Hinkle
et al. (2000)) is overplotted as a grey line in the top panel, to
show that there is negligible contamination in the W, window.
Bottom: the difference between the convolved IAG Atlas and
the SST data in percentage.
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Fig. 4: Top: Equivalent width of the Na1 D, line as a func-
tion of the u-angle. Comparison of the SST/CRISP data (black
dots) with the IAG FTS CLV Atlas (red squares) convolved with
CRISP instrumental profile. Bottom: the difference between the
IAG and the SST data in percentage.

These values are shown in Table A.1 in Appendix.

3. Radiative transfer calculations
3.1. Synthetic spectra

The synthesis of the solar spectrum was performed with the
radiative transfer (RT) MPI-parallelised code Balder (Amarsi
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Table 3: Atomic data of the sodium and potassium lines considered in the CLV analysis, as implemented in the model atoms of Lind
et al. (2011) and Reggiani et al. (2019). The last column shows the wavelength windows used in the integration for the equivalent

width computation.

A1(A) Transition @AE (cm™)  @Plog (gf) o (an) @Da A (A)

5896  3s’Sy,-3p°P),  16956.17 -0.194 407 0.237 5895.2100-5896.2910
5688  3p?PY, —4d’Ds,  17575.36 -0.452 1955  0.327 5688.0546-5688.3546
6154  3p’P|,—55’S;,  16244.50 -1.547 - - 6154.1053-6154.3453
6160 3p?PS, -557S;,  16227.30 -1.246 - - 6160.6270-6160.8670
7699 4s7S;, —4p’P),  12985.18 -0.176 486 0.232  7698.4953-7699.4153

Notes.

@AE is the energy difference between the levels of the transition, from the NIST database® (Ralchenko et al. 2005).
®) Jog (gf) are from the VALD database’ (Ryabchikova et al. 2015), where f is the oscillator strength, or transition probability and

g is the statistical weight.

©g is the broadening cross-section for elastic collisions with hydrogen at a relative velocity of 10*m s~!.

1

@q is the exponent with which the cross-section o~ varies with velocity, that is v~ (Anstee & O’Mara 1995).
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Fig. 5: Top: Equivalent width of the K1 line at 7699 A as a func-
tion of the u-angle. Comparison of the SST/CRISP data (black
dots) with the IAG FTS CLV Atlas (red squares) convolved with
CRISP instrumental profile. Bottom: the difference between the
IAG and the SST data in percentage.

et al. 2018b), an extensively modified version of the Multi3d
code (Botnen & Carlsson 1999; Leenaarts & Carlsson 2009),
which can solve the restricted non-LTE problem for trace ele-
ments in 1D and 3D, for user-specified atomic elements. Balder
employs the BLUE (Amarsi et al. 2016a,b) opacity package,
which computes the line opacity on a grid of wavelength, den-
sity and temperature. A full 3D non-LTE analysis of several el-
ements in the Sun, including Na and K, was performed with the
same code by Asplund et al. (2021).

For the model atmosphere, a 3D radiative-hydrodynamics
simulation with the Stagger-code (Galsgaard & Nordlund
1995; Stein & Nordlund 1998; Collet et al. 2011) was used.
Stagger employs the "box-in-a-star" set-up, meaning that it
simulates a rectangular box, vertically open, with periodic hor-
izontal boundaries, located in the upper part of the solar photo-
sphere, without including any chromospheric layer. In this work,
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Fig. 6: Ratio of the NLTE to LTE equivalent width of K 17699 A
for a single Stagger snapshot. In the up-flowing granules, ove-
rionization makes the line weaker in NLTE, whereas in the inter-
granular lanes the NLTE W) is stronger.

we simulate the quiet Sun, without including magnetic fields®.
The 3D model is set on a cartesian grid of size 240x240x240,
corresponding to a physical size of 8x8x4 Mm. The vertical di-
mension is characterized by non-equidistant spacing in order to
obtain a higher resolution at the regions of interest and to re-
solve the strong temperature gradient of the photosphere. In or-
der to decrease the computational time for the spectral synthe-
sis, all the atmospheric snapshots were resized to a resolution
of 60x60x101, from their original value of 240°. This approach
has been already tested in previous studies, such as Lind et al.
(2017) and Lagae et al. (2023).

8 Stagger can compute M-RHD including magnetic fields, but we do
not use this feature here.
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Ten snapshots were used, from the same simulations dis-
cussed already in several earlier analyses of the Sun (Amarsi
et al. 2018a, 2019, 2020, 2021; Asplund et al. 2021). We note
that this simulation is more recent than that in the Stagger-grid
(Magic et al. 2013), with improvements to the opacity binning
scheme (Collet et al. 2018) and extending for over one day of
solar time. The mean effective temperature of these snapshots is
Ter =5770 £ 5K°.

An example of the surface image of one of the snapshots of
the solar photosphere selected for this work is shown in Fig. 6.
It represents the 3D non-LTE to 3D LTE ratio of W, of the K1
7699 A line, showing that the non-LTE effects vary with the con-
vection pattern: under-population in the up-flowing granules and
the opposite effect, over-population, in the intergranular lanes.
Such a variation is expected and is due to the much steeper tem-
perature gradients of the granules compared to those of the inter-
granular lanes. The granulation pattern of the solar photosphere,
which arises from the convective motion of the hot plasma and
gas, is clearly recognizable in this figure. This is a natural 3D ef-
fect that leads to spectral line broadening and line asymmetries
(e.g., Dravins et al. 1981). In the 3D non-LTE models the broad-
ening effects of these temperature inhomogeneities and convec-
tive velocity structures are naturally included, therefore no extra
broadening is required. In 1D, however, the line broadening is
instead roughly accounted for by the tunable parameters micro-
turbulence (vpic) and macroturbulence. For the Sun, in the lit-
erature a microturbulence of 1.0km s~! is usually adopted, and
this was the one employed in this work for the 1D simulations,
independent of depth or viewing angle. For the macroturbulence
velocity (Vmac) a value of 3.5km s~ was used. The 1D synthetic
spectra have been computed with the MARCS (Gustafsson et al.
2008) solar atmosphere.

The synthetic spectra were computed at three different abun-
dances for each snapshot. Then the line profile was spatially and
temporally averaged, using all ten snapshots. After that, the disk-
center line profile was fitted to the observed data via a standard
x® minimization routine. Linear interpolation between models
computed with several values of abundance was applied. In this
way, the elemental abundance was fit to the disk-center spectra
and then fixed to this value for the other p-angles. Finally, we
computed the line profiles at the other u-angles with the best-
fit model and from those we calculated the W, of the synthetic
spectra by direct integration of the line within wavelength ranges
that were considered blend-free (see Sect. 4.1). For the study of
the Na1 D; and K1 7699 A resonance lines, we also convolved
the synthetic spectrum with the CRISP instrumental profile in
order to compare W, with the observed SST data (see Sect. 4.1).

3.2. Model atoms

Several studies have shown that both Nart and K1 atoms are af-
fected by strong non-LTE effects (i.e. over-recombination of the
ground state), meaning that non-LTE line formation is required
to correctly reproduce observations. Lind et al. (2011) has shown
that Na stellar abundances can be overestimated by up to 0.5 dex
if calculations in 1D LTE are performed for saturated lines of
metal-poor dwarfs and giants ([Fe/H]=-2). In the case of the Sun,
they found a difference of about 0.02 dex between the 1D LTE
and non-LTE inferred abundance. Reggiani et al. (2019) showed
that the abundance of K in the Sun is overestimated by about
0.3 dex in 1D LTE compared to 1D non-LTE.

 The adopted value is close to the nominal Tz = 5772 K (Prsa et al.
2016)

The non-LTE of any line is generally determined by the
change in formation depth, which is given by the departure coef-
ficient of the lower level, and the change in line source function
(S 1), whose ratio with respect to B, is equal to the ratio between
the upper and lower level departure coefficients (neglecting stim-
ulated emission). For the resonance lines (Na D and K17699 A),
it has been seen that S, resembles that of a pure scattering line in
a two-level atom at all depths, meaning that §; is equal to the
profile-averaged mean intensity (Jy) and strongly subthermal,
that is J, < B,. Over-recombination and over-deexcitation (pho-
ton loss) overpopulate the ground levels of Na1and K 1compared
with LTE, pushing the mean formation depth outwards in the at-
mosphere. The combined effect is a stronger line in non-LTE
compared to LTE, and specifically a deeper line core. For more
details about the non-LTE effects of Nar1, we refer the reader to
Sect. 3.1 of Lind et al. (2011), and for K1to Sect. 4.3 of Reggiani
et al. (2019).

The model atom used in Balder for the Na atom is the one
developed and tested in Lind et al. (2011), characterized by a
structure of 23 levels in total: 22 energy levels for Nar1 and the
ionized sodium (Nam) continuum. The lines of the Na doublet
originate from the transition between the levels 3s-3p;/, and 3s-
3p3/2. Both fine and hyper-fine structures are accounted for in
the model atom. The latter describes both the radiative and colli-
sional transitions among the energy levels and, in particular, de-
tailed quantum mechanical calculations are used for the inelastic
collisions of Na respectively with electrons (Park 1971; Allen
& Rossouw 1993; Igenbergs et al. 2008) and hydrogen atoms
(Belyaev et al. 2010; Barklem et al. 2010). Regarding the latter,
in this work, the impact of rate coefficients for the collisions with
neutral hydrogens from Kaulakys (1991) was also explored. In-
deed in the model atom developed in Lind et al. (2011), these
rates were only considered above the ionic limit, but Amarsi
etal. (2018a, 2019) argued that it could be necessary to add these
rate coefficients even below the ionic limit, at least when asymp-
totic models such as those of Barklem (2016) or Belyaev (2013)
are used. The results of Amarsi et al. (2018a, 2019) for O and C,
as well as Bergemann et al. (2019) for Mn, suggest that doing so
leads to better agreement of synthetic spectra with observational
data.

The model atom of the potassium atom was recently devel-
oped by Reggiani et al. (2019), who used the most up-to-date and
accurate atomic data, for both the radiative and collisional tran-
sitions (e.g., Belyaev & Yakovleva 2017; Yakovleva et al. 2018;
Barklem et al. 2017). The atomic model consists of 19 energy
levels, including the ionized potassium (K 11) continuum. For the
collisions with hydrogen atoms, they adopted rate coeflicients
from Yakovleva et al. (2018), based on the asymptotic models of
Barklem (2016). To these data, they also added those from the
free electron model of Kaulakys (1991), following Amarsi et al.
(2018a, 2019). From Reggiani et al. (2019), the K+H collisions
significantly affect the abundance determination. In particular,
they produce an abundance difference of about 0.03 dex in the
Sun if not taken into account. In the same work, they have shown
that the resonance line at 7699 A has wings insensitive to depar-
tures from LTE, but a core that is strongly affected by non-LTE,
as it is much deeper than in LTE.

Both these model atoms were employed for full 3D non-LTE
calculations in a recent paper by Asplund et al. (2021) to study
and update the chemical composition of the Sun. However, the
lines selected to compute abundances are not the same as those
analyzed in this work. The atomic data of the Na lines and K1
resonance line studied here are summarised in Table 3.
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4. Analysis of the results

The CLV of solar lines represents a crucial test for line formation
modeling since it is an excellent probe of the atmospheric struc-
ture. Indeed, the light emitted at different p-angles probe differ-
ent heights of the solar atmosphere: shallower layers close to the
limb, and deeper layers at the disk center (u = 1.0). 3D radiative
transfer shows that the profiles of the lines emitted from different
regions of the solar surface vary in both shape and strength. This
is important for transmission spectroscopy studies when the stel-
lar lines are distorted due to the planet transiting in front of its
star, and blocking the light from different regions of the stellar
surface. The deformation of the stellar lines often complicates
the interpretation of (chemical) spectral signatures caused by the
planet’s atmosphere, even leading to the detection of false posi-
tives for some chemical elements or to the wrong derived abun-
dance in some cases. Therefore high-resolution ground-based
spectra need to be corrected for the CLV signature, using a model
that is as realistic as possible.

For this purpose, in Sect. 4.1 and 4.2 we compare the spa-
tially resolved solar observations of the IAG Atlas and of the
SST data with several theoretical models assuming different
model atmospheres (1D and 3D) and line formation (LTE and
non-LTE). Furthermore, in Sect. 4.3 we simulate the impact on
transit phase curves for the Sun when the CLV is modeled with
different assumptions in a Sun-Jupiter system.

4.1. Center-to-limb variation of equivalent widths

In this section, we analyze the CLV of the equivalent widths of
four Nar lines and one K1 line, presented in Table 3. In trans-
mission spectroscopy studies only the strong Nar1 D lines are
used for the detection of sodium in the planetary atmospheres
since they are the only lines strong enough to show a planetary
signature. The Na1 D, line at 5890 A in the IAG Atlas was con-
taminated by too many telluric lines that were cut out from the
dataset, hence it was not possible to compare it with our synthetic
spectra. However, we analysed the CLV of 3 other Nar optical
lines, respectively at 5688 A, 6154 A and 6160 A, in order to fur-
ther test our models. The Nar doublet at 6154 A and 6160 A is
also commonly used for abundance analyses of solar-metallicity
stars. The CLV of these two lines was studied by computing the
W, via direct integration of the line profile over a wavelength
region extending +0.12 A from the line center, in order to ex-
clude nearby lines from other elements. For the Na1 5688 A line
a wavelength range of +0.15 A was adopted instead. The wave-
length range for integration is shown in the last column of Table
3. For the Na1 D; and K1 resonance lines, the same wavelength
range used in Sect. 2.2 was chosen in order to compare the mod-
els with both SST and IAG data. For this reason, the convolution
of CRISP instrumental profile was applied to the synthetic spec-
tra of these two lines. In all comparisons, the abundance is ad-
justed to fit the line profile at disk center, as mentioned in Sect.
3.1. The resulting W, as a function of u-angles for the Nar lines
and the K1 line are shown in Fig. 7 and 8, respectively.

From both these figures, it is clear that 1D LTE modeling
(dashed red line) heavily fails in describing the CLV of the solar
lines, underestimating the line strengths at the limb as much as
50.1% for the K1 and 28.2% for Na1 D, at ¢ = 0.1, in compar-
ison with the SST data. For the other Nar lines compared with
the IAG data at 1 = 0.2, the underestimate is as large as 31% for
5688 A and about 29% for the 6154 and 6160 A lines. Using a
3D atmosphere with LTE line formation (solid red line) slightly
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improves the CLV but it still considerably under-performs at the
limb, with an equivalent width difference of about 20% for the
Na lines, and 37% for the K line.

The observations are much better reproduced by the 1D non-
LTE model (dashed blue line), which is in agreement with the
Nai1D; SST data at u = 0.1 within about 8%. This demonstrates
that the non-LTE effect is a very important feature that must be
taken into account in order to accurately model the spectral lines.
The agreement with the data improves also for the other Na lines,
down to 7.2% for the 5688 A and about 1% for the 6154 and
6160 A lines, at u = 0.2. The equivalent width of the 1D non-
LTE model is 17.6% lower than the SST data at u = 0.1 for the
K1 resonance line.

A large improvement is obtained by the 3D non-LTE mod-
eling (solid blue line) at the limb (i = 0.2) for the K1 (6%), the
5688 A (4%) line, and the Nar1 D; line (2.5%). The CLV of the
latter is also in excellent agreement with the SST data, with a dif-
ference of only 0.4% at u = 0.1. Nevertheless, the 3D non-LTE
model slightly overestimates the strength of the other Nart lines
by about 8.5% (6154 A) and 9.8% (6160 A); that is, performing
slightly worse than 1D non-LTE. We stress that the slightly bet-
ter agreement in 1D non-LTE is likely coincidental, since it is
dependent on the various parameters in the 1D models that can
be tuned to reproduce observations, such as vpic and vy,e. The
imperfect agreement of the 3D non-LTE model close to the limb
can be explained by several uncertain factors in the modeling,
such as the upper layers of the Stagger model atmosphere, as
well as the rates for collisions with H and electrons in the model
atom.

However, it is worth noting that in general the 3D non-LTE
prediction performs extremely well given that it does not rely on
any free parameter. Considering that for other stars we cannot
take spatially resolved observation of their disk, we would not
be able to constrain the parameters for the 1D modeling, like we
can do for the Sun.

Moreover, the CLV of the continuum and other observa-
tional diagnostics are not well reproduced by 1D models, such
as MARCS, not even in the Sun, as shown in Pereira et al. (2013).
For other stars, we cannot resolve the stellar disk, and therefore
we cannot take observations at different u-angles to fit the free
parameters of our 1D models with. For this reason, it is impor-
tant to note how well we can reproduce the solar CLV without
any free parameter with our 3D non-LTE models.

4.2. Center-to-limb variation of line profiles

® https://physics.nist.gov/PhysRefData/ASD/
lines_formhtml
7 http://vald.astro.uu.se/

Table 4: Solar abundances determined from the best-fitting syn-
thetic spectrum at disk center for four Nar lines and one K1 line.

A (A) 1D LTE 1D non-LTE 3DLTE 3D non-LTE
Nai1
5896 6.23 6.12 6.36 6.24
5688 6.21 6.08 6.35 6.19
6154 6.26 6.20 6.31 6.26
6160 6.26 6.19 6.34 6.26
(A(Na)) 6.24+0.02 6.15+0.05 6.34+0.02 6.23+0.03
K1
7699 5.31 5.00 5.49 5.21
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Fig. 7: Center-to-limb variation of the solar Nar1 lines. Comparison of the equivalent widths of the TAG Atlas (filled squares) and the
SST data (open circles) with several different model atmospheres and atomic data, colored as in the figure’s legend.

Although for some Nart lines the 1D non-LTE modeling is
predicting a very good CLV in terms of equivalent widths
(Sect. 4.1), the same is not true anymore for what regards the
line profiles. The latter are shown in Fig. 9 and 10 for the Na1
D; and K1 line, respectively, displaying the intensity of the u-
pointings in common between the IAG and the SST data, namely
u=0.2,0.3,04,0.6,0.8, 1.0, and the u = 0.1 profile in compar-
ison with the SST profile. The line profiles of the other Na lines
compared with the IAG data only, are shown in Appendix in Fig.
A.4, A.5 and A.6. Moreover, Fig. A.7 and A.8 show the line pro-
files of the Nar1 D; and K1 7699 A of the IAG data at original
resolution compared with the non-convolved synthetic spectra.
In all the figures, from left to right, the panels display the data
with the best-fit 1D LTE, 1D non-LTE, 3D LTE and 3D non-LTE
synthetic spectra overplotted.

As is apparent from all these figures, the 3D non-LTE mod-
eling is able to consistently reproduce the observed line profiles
from the disk center to the limb. On the other hand, the shape
and asymmetries of the line profiles are not well modeled by
the 1D non-LTE spectra, getting worse at the limb even if the
disk center intensity matches the data quite well. The LTE spec-

tra instead fail to correctly reproduce the shape of the lines even
at disk center. The W, of the observations at different u-angles
are reported in Table A.1 and A.2 in Appendix for the SST and
IAG data, respectively. The best-fitting abundances are reported
in Table 4, from which we notice that the average Na abundance
from 3D non-LTE models is in very good agreement with the
value of A(Na) = 6.22 + 0.03, derived by Asplund et al. (2021)
even if they used a different line selection. The K1 abundance
instead, in this work is higher by about 0.14 dex compared to the
Asplund et al. (2021) value. However, it is important to note that
the Na1 D and K1 resonance lines are not ideal abundance diag-
nostics as they are saturated lines. Hence, the values in Asplund
et al. (2021) are preferred in the context of the solar chemical
composition.

The reason why the 3D non-LTE modeling overestimates the
line strengths W, at the limb in Nar lines (Fig. 7) is not fully
clear and we investigated the impact of collisions with neutral
hydrogen (H). As discussed in Sect 3.2, earlier work has argued
that it could be necessary to add rate coefficients from asymp-
totic models such as those of Barklem (2016) or Belyaev (2013),
to those from the free electron model of Kaulakys (1991). Moti-
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Fig. 8: Center-to-limb variation of the K 17699 A line. Compari-
son of the IAG Atlas (filled squares) and the SST data (open cir-
cles) with several different model atmospheres and atomic data,
colored as in the figure’s legend.

vated by this, the Na model atom tested here includes additional
rate coefficients from Kaulakys (1991) for the Na+H collisions,
even though the base data are not from an asymptotic model, but
come from detailed quantum mechanical calculations. We found
that the additional rates have very little influence on the weak
6154 and 6160 A lipes, whereasa the effect is more noticeable for
the stronger 5688 A and 5896 A lines. Specifically, for the lat-
ter the 3D non-LTE model matches the CLV of the equivalent
widths of the SST data much better, as can be seen from Fig.
7. The comparison with the previous model atom developed in
Lind et al. (2011) is shown in Appendix in Fig. A.1. With the
previous model atom, the W, of the 3D non-LTE model prefers
the IAG data, whereas in the new model atom (the one adopted
in this work) the 3D non-LTE model is in better agreement with
the SST data. Apart from uncertainties on the H collisions, other
factors that might explain why the 3D non-LTE models do not
perfectly match observations of some Na lines and the K1 line at
the limb, could be the uncertainties on the upper layers of the 3D
model atmosphere as well as the vertical resolution of the model.

In the next section, we demonstrate the effect of CLV in
narrowband transmission spectroscopy with the example of a
Jupiter-sized planet orbiting around a Sun-like star. For this pur-
pose, the best-fitting synthetic spectra are used to evaluate the
CLV effect in a simulated Sun-Jupiter system in order to analyze
the impact of different models and different assumptions on the
measurement of planetary atmospheric species. Also, the CLV
impact on different geometries of the planet-star system and on
different lines is investigated.

4.3. Sun-Jupiter system

The simulation of a transit of a Jupiter-like planet on a cir-
cular orbit in front of a Sun-like star is performed by means
of a modified version of the StarRotator!! python package.
This code simulates how the rotation-broadened stellar spectrum
varies during a planetary transit event. As the transit progresses,

10 https://nssdc.gsfc.nasa.gov/planetary/factsheet/
jupiterfact.html
I https://github.com/Hoeijmakers/StarRotator
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Table 5: Input parameters for the simulated Sun-Jupiter system.

Parameters Value

a/Ry @ 1117.9

e@ 0.0487

w 0.0

Obliquity 0.0

b= }g—; -cos(i) 0.0,0.2,0.4,0.6,0.8,1.0
Ry/Ro @ 0.10039
Pop(days) @ 4380

mode phases

Veor(m s™1) 0, 2069.44® 10000

Notes.

@ From the Jupiter Fact Sheet from NASA'?;

®) From Meftah et al. (2014), to simulate a slow-rotating
Sun-like star;

© to simulate a fast-rotating star.

the planet blocks the light from different parts of the stellar disk,
each contributing differently to the line profile. Consequently,
the resulting stellar line profile varies in shape and strength dur-
ing the transit phases in a non-homogeneous way, also depend-
ing on the geometry of the star-planet system (i.e., the pattern
of the planet across the stellar disk during the transit). We chose
to simulate a circular orbit since most Hot Jupiters are found
in low eccentric orbits that have been circularized due to per-
turbations from nearby stars or tidal forces (e.g., Fabrycky &
Tremaine 2007). In an eccentric orbit, the transit duration would
vary, as well as the ingress/egress shape, while the amplitude of
the CLV light curve would not significantly change. In the simu-
lation, the stellar disk is divided into a grid of (2x400)x(2x400)
cells (i.e., 800x800 square pixels), which provides sufficient spa-
tial resolution for our simulations. Indeed, other works in lit-
erature have usually adopted a lower resolution of the grid of
(2x100)x(2x100) cells (e.g., Wyttenbach et al. 2015; Yan et al.
2017). But, we performed a simulation with a lower resolution
(i.e., (2x100)x(2x100)), finding a maximum difference in the
resulting spectra of about 0.01%, which is non-negligible for
our CLV study. We also tested a higher resolution grid with
(2%x800)%(2x800) elements and we found a maximum difference
of only 0.001% among the spectra, which instead is insignificant
for our purposes. Therefore, we decided to run our simulations
with a (2x400)x(2x400) grid which shows a good balance of
resolution and computational time.

Each of the elements of the stellar surface is characterized
by its own properties, in terms of u-angle, corresponding ra-
dial velocity (v,), and intensity (I,). The latter comes from the
best-fit spectra synthesized with Balder in 3D non-LTE, lin-
early interpolated at 21 positions between the disk center and
the edge, with a spacing of Ay = 0.05. Other studies employed
the same number of spectra at different angles (e.g., Czesla et al.
2015; Sicilia et al. 2022). In order to avoid numerical prob-
lems at the edge of the stellar disk, the final angle was cho-
sen to be u = 0.001 instead of 0. For the cells at intermedi-
ate p-angles, a linear interpolation between the spectra of the
grid is performed. This is the main difference with the origi-
nal StarRotator package, in which the spectra describing the
stellar atmospheres are modeled with either the PHOENIX code
(Husser et al. 2013), which does not take into account the CLV
of the lines, or SPECTRUM (Szente et al. 2019), which considers
the CLV effect (i.e., the intensity is given at different u-angles)
but its RT computation is performed in 1D LTE. In the following
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simulation instead, the stellar spectra are computed in the more
realistic 3D non-LTE assumption.

It is important to notice that the planet is only considered as
an opaque body without any atmosphere. In the simulation, the
stellar flux is computed by summing up the spectra of the regions

of the discretized stellar disk that are not obscured by the planet
(i.e., the "unobscured" stellar spectrum, F), so that the observed
line profile varies at different orbital phases. This translates into
the following equation at i-th phase of transit:

Fy[i] = €)
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Fig. 11: Transit schematic with different impact parameters.

Na I D1 line at b=0 in 3D NLTE: different bandwidths
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Fig. 12: Transmission curves of the Na1 5896 A line for a
Jupiter-sized planet transiting a Sun-like star in an edge-on tran-
sit (i.e., b = 0), evaluated in different bandwidths around the line
center, colored as in legend. 3D non-LTE synthetic spectra are
used.

Where Foy is the out-of-transit flux and F}, is the integrated flux
that is obscured by the planet during the transit at i-th orbital
phase. Then, by dividing Fs by its continuum, the normalized
spectrum for each given orbital phase is obtained.

Finally, the transmission curve or CLV curve is obtained as
the relative flux (Fie), defined as the ratio of the normalized in
(Fin) to out-of-transit stellar flux (F,y) integrated into a given
bandwidth centered on the line core, as a function of orbital
phase:

Fin

Fre =
Fout

“

The simulations were performed several times with the same
set-up, summarised in Table 5, but considering different impact
parameters (b), that is varying the planet trajectory from an edge-
on transit (b = 0) to a grazing transit (b = 1) in steps of 0.2, as
outlined in the illustration in Fig. 11. This was done because
previous studies have shown that the CLV curve is affected by
planetary parameters, such as the planetary radius and impact
parameter. The effect from the former is straightforward: the
larger the radius, the stronger the CLV effect since the planet
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Fig. 13: Transmission curves of the Na1 D; (top), Na1 D, (mid-
dle) and K1 line (bottom) for a Jupiter-sized planet transiting a
Sun-like star in different trajectories, colored as in legend. The
CLV curves are made using synthetic spectra in 3D non-LTE.
The relative flux is computed in a bandwidth of 0.75 A on the
line center.

will block more light during the transit. On the other hand, the
effect of different trajectories defined by the impact parameter is
more complicated to evaluate and we will investigate it further
in Sect. 4.3.1.

The final goal of this simulation is to investigate how the
CLV of the stellar lines influences the observed spectral line
profile during the transit of a Jupiter-sized planet in front of a
Sun-like star. This is done by evaluating how the relative flux
varies during the transit, that is at different orbital phases. Previ-
ous studies on the Na1 D lines (e.g., Czesla et al. 2015; Yan et al.
2017) investigated passbands of 0.75, 1.5 and 3.0 A, noting that
the CLV effect is more pronounced in the narrower bandwidth,
which is also where the planetary absorption is more prominent.
We therefore selected the same three bandwidths to investigate
how the line profile changes at different orbital phases during
the transit, and with different impact parameters. All the out-of-
transit relative flux is normalized to unity.

In the simulations, we considered 66 time steps between or-
bital phase —0.0005 and +0.0005, where the transit center oc-
curs at phase zero. The CLV light curve, that is the relative flux
as a function of the orbital phase, using the best-fit 3D non-
LTE model for the Na1 D; line and an edge-on transit is shown
in Fig. 12. In this figure, the relative flux in three bandwidths
is highlighted in different colors. It can be noted that the CLV
curves show a similar shape but the effect is more pronounced
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Fig. 14: Transmission curves and residuals of the Na1 D; (top)
and K1 line (bottom) for a Jupiter-sized planet transiting a Sun-
like star at b = 0, using different models and the SST data to
compute the stellar spectrum, as in legend. The relative flux is
computed in a bandwidth of 0.75 A around the line center. The
residuals are the difference between the curve given by the SST
data and the models in percentage.

for the narrowest passband, that is 0.75 A (green line in the fig-
ure), which is consistent with other studies. However, minimiz-
ing the CLV effect by choosing a larger passband might not be
the best approach to use, since the absorption from the planet’s
atmosphere is usually concentrated in the core of the strong lines.
Therefore, in order to better understand how the CLV varies
among different trajectories, we analyzed only the flux in the
0.75 A bandwidth, since the CLV effect is more prominent in
this band.

4.3.1. Different impact parameters

The CLV light curves for transits at different impact parameters
are shown in Fig. 13 for the Na1 Dy, D, and K1 lines from top
to bottom, respectively. In Fig. 13, some interesting features in
common between the three analyzed lines can be noticed. First
of all, as expected, the CLV effect is stronger for an edge-on and
almost edge-on transit (i.e., b = 0 or b = 0.2), represented by the
blue and yellow solid lines. In particular, it is most pronounced
around mid-transit, that is at phase 0, when the planet blocks the
light from the very center of the stellar disk, where the intensity
of the lines is stronger. Then, varying the impact parameter, the
curve varies in a fairly uniform way until b = 0.6 (red line), and
the weakest curve occurs for a grazing transit at b = 1.0 (brown
line), as expected since the planet is obscuring only a small part
of the stellar disk during the transit. However, in this specific
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Fig. 15: Models of the CLV and RM effect of the Nar D, line
for a Sun-like star orbited by a Jupiter-sized planet at b = 0.
The upper panel is the CLV effect-only, and the middle panel
combines the CLV with the RM effect for a slow-rotator like
the Sun. Finally, the bottom panel shows the two effects for a
fast-rotator, that is a Sun-like star with a rotational velocity of
10km s,
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Fig. 16: Transmission curves of the Na1 D; line for a Jupiter-
sized planet transiting a Sun-like star in an edge-on transit (b =
0), for different rotational velocities of the host star. 3D non-LTE
synthetic spectra are used and the relative flux is computed in a
bandwidth of 0.75 A .

case, an interesting effect occurs for the Na1 D; and D, lines,
namely that the CLV curve resembles a planetary absorption pro-
file. This means that for a Jupiter-sized planet orbiting a Sun-like
star in this trajectory, the CLV effect can mimic a planetary at-
mospheric absorption, thus leading to a possible misattribution
in the planetary elemental abundance of Na if it is not properly
corrected. This highlights the importance of properly modeling
the stellar CLV in transmission spectroscopy studies.

It is worth noting that even if the CLV curves of Na1 D, and
D, lines have similar shapes at different geometry, the values are
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still slightly different. For example, in the case of b = 0 (blue
line), the CLV curve of the Na1 D line is about 0.1% lower than
the Na1 D, at mid-transit. And the difference between the curve
of the Na1 D, and the K1 curve at the same point is even larger
(about 0.27%). Indeed, the two curves exhibit a completely op-
posite behavior. For » = 0 to 0.6, the Nar1 doublet shows a peak
with positive values at mid-transit, whereas the peak for the K1
line occurs for negative values. This contrast arises from the dis-
tinct CLV of the lines (Fig. 7 and 8), with the Na1 D, line weak-
ening as the p-angles decrease, while the K1 line strengthens
toward the limb. The different CLV can be explained since the
two lines have very different strengths (the Na1 D lines are on
the damping part of the curve-of-growth whereas the K1 reso-
nance line is on the flat, saturated part) and are forming at dif-
ferent layers in the solar atmosphere, characterized by different
values of atmospheric depth-dependent quantities, such as tem-
perature, density, and velocity fields. Therefore, since different
spectral lines show different CLV light curves for the same ge-
ometry of the planet-star system, it is fundamental to model the
CLV individually for each line of interest.

4.3.2. Different stellar models

The emergent intensity spectra adopted to simulate the stellar
surface of the host star in StarRotator affect the resulting CLV
curve. As also noticed in a recent work by Reiners et al. (2023),
the amplitude and shape of the curve indeed change with dif-
ferent models, since the center-to-limb line profiles are different
(see Sect. 4.1 and 4.2). In order to evaluate the impact of using
different stellar models, that is 1D instead of 3D or LTE instead
of non-LTE, we performed the same simulations of Sect. 4.3.1
again but using as input the best-fit stellar spectra from Balder
computed in 1D LTE, 1D non-LTE and 3D LTE (see Sect. 4.1).
We also performed a simulation at b = 0 using the line profiles
of the SST data. In Fig. 14 we show the CLV light curves of
the analyzed lines with different models and the SST data for an
edge-on transit (b = 0), computed in a band of 0.75 A, since it
is the configuration with the strongest feature. The differences
between the models depend on each individual line but there are
several similar patterns.

Yan et al. (2017) noticed that, for the Na1 D lines, the CLV
effect is less pronounced for a 1D non-LTE model compared to
the corresponding 1D LTE model. In this work we find a similar
result, that is clearly recognizable in the top panel of Fig. 14,
where the relative flux of the 1D LTE model (dashed red line)
is larger by about 0.15% than the corresponding 1D non-LTE
model (dashed blue line). This is valid also for the K1 line in the
bottom panel where the difference between the two 1D models
is about 0.1%.

For the models computed in non-LTE, in the Na1 Dy, the dif-
ference between a 3D (solid blue line) and a 1D (dashed blue
line) atmosphere is that the former produces a less prominent
CLV feature of about 0.07%. On the other hand, the situation is
reversed for the K1 line, where the 3D non-LTE model not only
shows a more pronounced feature compared to the 1D non-LTE
curve (of about 0.06%) but also an inversion in the relative flux
trend with respect to the 1D model, especially noticeable at mid-
transit. This is due to the different CLV trend of the synthetic
spectra, shown in Fig. 8 in Sect. 4.1, where the 3D non-LTE
model gets stronger at the limb, while all the other models ex-
hibit line weakening for decreasing u-angles. Specifically, the
weaker the line gets towards the limb, the larger the amplitude
of the CLV curve will be at mid-transit. For both lines, the 1D
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LTE model is the one that decreases the most in equivalent width
(Fig. 7 and 8), and therefore it is producing a higher peak in the
CLV light curve in Fig. 14.

In all cases, the 3D LTE model (solid red line) lies in-
between the 1D LTE and 1D non-LTE curves. The latter more
closely resembles the 3D non-LTE model and the SST data. Con-
sequently, from the analysis, it turns out that using a 1D non-LTE
model is more accurate than using a 3D stellar atmosphere with
an LTE line formation.

In Fig. 14 also the CLV light curve obtained using the SST
line profiles is overplotted (open bullets). In both panels, it
closely resembles the 3D non-LTE model, with a maximum dif-
ference at mid-transit of only 0.003% for the Na1 D;. The 3D
non-LTE model of K1 performs almost as well, with a maximum
difference of about 0.008% at mid-transit, reflecting the slightly
worse fit to the CLV curve (see Sect. 4.1 and 4.2). In any case,
the agreement between the CLV curves of the SST data and the
3D non-LTE spectra is excellent, thus confirming that 3D non-
LTE spectra are necessary to model the CLV effect and to get the
most accurate results in transmission spectroscopy.

This analysis shows that different assumptions on the com-
putation of the stellar synthetic spectra (1D or 3D, LTE or non-
LTE) lead to different CLV curves and consequently to differ-
ent estimates of the planetary elemental abundances. The dif-
ferences in the CLV curves between models, even if small, are
still important since they are of the same order of magnitude as
a planetary absorption depth, which is very weak and typically
between 0.01 — 0.5% (e.g., Snellen et al. 2008; Yan et al. 2017,
Mounzer et al. 2022). Using a wrong CLV model could either
mimic the presence of a species, thus leading to a false detec-
tion, or under(over)-estimate the abundance of a species in the
planetary atmosphere. Therefore, a careful modeling as realistic
and as precise as possible is required in order to correctly char-
acterize exoplanet atmospheres.

4.3.3. Rossiter McLaughlin effect

The Rossiter McLaughlin (RM) effect is an additional source of
distortion of the stellar line profile that occurs during an exo-
planetary transit and that could be as critical as the CLV effect,
especially in fast-rotating stars like KELT-9 (Hoeijmakers et al.
2019). When an exoplanet transits across the stellar disk, it ob-
scures different parts of the stellar surface, each having a local
rotational velocity vector that could be pointing towards or away
from the observer, depending on the transit phase. Consequently,
red- or blue-shifted photons are removed from the total starlight,
implying that the averaged wavelength is slightly red or blue-
shifted as well. In order to investigate the combined effect of the
CLV and the RM on the selected line profiles, we perform
simulations of an edge-on transit (b = 0) with a non-zero
rotational velocity (Vo) using our 3D non-LTE synthetic spec-
tra of the Na1 Dy line. Specifically, one simulation assuming a
slow-rotator like a Sun-like star, with a v, equal to the rota-
tional velocity of the Sun, that is 2069.44 m s~! at the equator
(Meftah et al. 2014), and another simulation for a fast-rotator
(i.e., Py < 10 days), assuming a vy = 10 km s~!, which for
a Sun-like star would correspond to a rotational period of about
5 days. In these simulations we assume that the star rotates as a
solid body, meaning that differential rotation is not implemented
in the code, and consequently, it is neglected in our analysis.
The results of these simulations are shown in Fig. 15 and 16,
in comparison with the same planet-star configuration with the
CLV effect only. The former figure shows the signal imprinted
by the planet when transiting the stellar disk, also often referred
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to as "Doppler shadow". It usually represents the combination of
the stellar CLV and RM, and this signal becomes stronger the
faster the star rotates. In Fig. 16, the transmission curve com-
puted in a bandwidth of 0.75 A is shown for the three models
with different stellar rotational velocities. As is apparent, the
curve becomes asymmetric due to the RM effect. The asymme-
try is more relevant for higher v, and the amplitude of the curve
becomes larger as well. In the Sun case, the CLV is the dominant
source of distortion of the stellar lines, and this is also valid for
other slow-rotating Sun-like stars, such as HD 189733 (Borsa
& Zannoni 2018). On the other hand, in very fast-rotating stars,
such as KELT-9 where the lines are very broadened due to the
high rotational velocity (vsin(i) = 111.4 km s~!, Gaudi et al.
2017), the RM becomes significantly more important than the
CLV.

5. Discussion and Conclusions

In this work, we model the CLV of the Na1 D, 5896 A line and
K17699 A line using 3D hydrodynamic solar models and non-
LTE line formation. We compare our synthetic spectra to solar
observations from the high-resolution IAG Atlas as well as to
SST/CRISP data taken in two different Campaigns in August
2022 and April 2023. We include in the comparison also 1D
LTE, 1D non-LTE, and 3D LTE synthetic spectra. For the model
atmosphere, we use ten snapshots from the Stagger solar sim-
ulation in 3D, and the MARCS solar model in 1D. We investi-
gate the line profile as well as the equivalent width (W,) of the
lines as a function of the u-angle. The 3D non-LTE model rep-
resents the best match in both cases. It is able to reproduce the
line shape from the center to the limb quite well and it is in rea-
sonable agreement with the observed W, within 6% and 0.4% at
= 0.1 for the K1 and Na1 D, line, respectively. 1D models are
symmetric by design therefore they are not able to reproduce the
line asymmetries that are particularly strong in resonance lines.
A 3D stellar atmosphere and a proper treatment of convection
are required. The LTE models typically produce lines with cores
weaker than the observations but wings that are reasonably in
agreement, at least for disk center line profiles. However, W, is
severely underestimated, with differences up to 37% for the K1
line at the limb.

With the best-fit synthetic spectra, we also perform simula-
tions of spectral lines of a Sun-like star transited by a Jupiter-
sized planet without an atmosphere in order to investigate the
impact of the CLV on the inference of planetary absorptions. In
transmission spectroscopy the CLV effect can be of the same or-
der of magnitude as the planetary absorption feature, therefore
it is fundamental to adopt model spectra as accurate as possible.
We compute transmission curves for different trajectories, or im-
pact parameters (b), and evaluate the flux in three different band-
widths centered on the line cores. The LTE models, both with 1D
and 3D atmospheres, produce a CLV curve with an amplitude
larger than in non-LTE, thus overestimating the effect of CLV. In
the presence of a planetary absorption, this would eventually re-
sult in an underestimate of the abundance of the analyzed species
in the planetary atmosphere. In a recent work by Reiners et al.
(2023), they also found that the LTE curve amplitude is overpre-
dicted when evaluating the CLV effect in a simulated planet-star
system. They analyzed lines of several atomic species but they
stress the fact that for Na1, non-LTE effects are definitely non-
negligible in order to reproduce observations. In this work, the
differences between models, 1D vs 3D and LTE vs non-LTE, are
relatively small but of the same order of magnitude as a planetary
absorption depth. The CLV curves also greatly vary in shape for

different geometries of the star-planet system and for different
lines. Even the CLV curves of lines of the same species, that is
Nar1 D; and D; lines, are not identical. The CLV effect is indeed
line-dependent and must be modeled line by line individually.
We also perform a transit simulation with the SST line profiles
and we find that the 3D non-LTE models are able to reproduce
the CLV light curve of the observations extremely well.

Since also the planetary parameters, such as the planet radius
and impact parameter, are crucial to correctly model the shape
and strength of the CLV curve (Pietrow & Pastor Yabar 2023) ,
they need to be known with high accuracy. For instance, in our
simulations, the CLV curve of the Na doublet resulting from a
grazing transit (b = 1.0) is very similar to a planetary absorption
signature and therefore could be mistaken for a sodium detection
if not properly corrected for. Nowadays, having accurate plane-
tary parameters is possible thanks to the many ground-based as
well as space-based telescopes performing high precision transit
photometry, such as TESS (Ricker et al. 2014), CHEOPS (Benz
et al. 2021) and also PLATO (Rauer et al. 2014) in the near fu-
ture.

It is important to note that the simulation presented in this
work represents a best-case scenario, given that only the quiet
solar photosphere is considered. Inhomogeneities on the stellar
surface due to active regions, such as starspots or plages, show
a very different spectral line profile from the quiet regions (e.g.,
Oranje 1983; Dumusque et al. 2014; Pietrow et al. 2020; Rajhans
et al. 2023; Pietrow et al. 2023a; Howard et al. 2023; Cretignier
et al. 2024). Observational data would allow for investigating
the effect of magnetic fields on the line profiles. Hence, separate
CLV should be measured in active regions in order to correctly
incorporate them in the analysis of transmission spectra of active
stars (Chakraborty et al. 2023). Future work includes as well the
modeling of synthetic spectra for active regions of different sizes
and at various locations on the stellar disk.

The differences in CLV transmission curves can be larger
for different kinds of stars, especially for low-temperature stars
where the effect is stronger as shown in Yan et al. (2017). Con-
sequently, a very good knowledge of the stellar parameters is as
important as the precision of the planetary parameters in order
to use a model stellar atmosphere as realistic as possible for the
modeling of the CLV curves. A significant advance in this direc-
tion is given by the recent release of Gaia DR3 (Gaia Collabo-
ration et al. 2021; Katz et al. 2023) and in the very near future
by large spectroscopic surveys such as 4MOST (de Jong et al.
2019) and WEAVE (Dalton et al. 2018; Jin et al. 2023), which
will target millions of FGK stars providing accurate stellar pa-
rameters.

With the continuous improvement of the instrumentation
used for transit spectroscopy, such as ESPRESSO on VLT or
HIRES on ELT, the CLV effect will soon become crucial not
only for the detection but especially for the characterization of
exoplanetary atmospheres. At present, some facilities have al-
ready achieved the high signal-to-noise necessary for measuring
the abundances of atmospheric species in Hot Jupiters and other
gas giants. Several works have shown that using different mod-
els for the stellar spectrum can lead to very different results. For
example, the case of the benchmark exoplanet HD 209458b in
which the presence of Na was debated in the literature. Initial
works detected it in transmission (e.g., Charbonneau et al. 2002;
Jensen et al. 2011) but then later analysis argued that it was just
an artifact due to the modeled stellar spectrum (Casasayas-Barris
et al. 2020, 2021). This highlights the importance of using cor-
rect stellar models to evaluate the subtle effects like the CLV that

Article number, page 15 of 23



A&A proofs: manuscript no. amain

could compromise the analysis of transit spectroscopy observa-
tions.

The Sun is the only star we can spatially resolve, therefore
developing models able to reproduce solar observations is nec-
essary to improve the CLV model of other stars as well, espe-
cially considering that transmission observations are expected to
become more and more precise in the coming years. From our
analysis, we can conclude that 1D models of Sun-like stars seem
to overestimate the CLV signature in transmission curves. We
can also say that, in accordance with previous works, the RM
effect has an impact on the transmission curve as well which
must be taken into account (Reiners et al. 2023). Specifically,
it becomes stronger than the CLV effect for fast-rotating stars.
For Sun-like stars instead, the CLV remains the main source of
distortion of the stellar lines during transit.

However, it is difficult to make predictions about other kinds
of stars or even about specific exoplanets, since every planet-star
system is different and we show that different configurations lead
to very different transmission curves. Consequently, future work
includes the analysis of a well-known extensively-studied hot
Jupiter, such as HD 189733b or HD 209458b, for which several
high-resolution observations are already available. The goal is to
apply a 3D non-LTE stellar model to evaluate the CLV effect of
Narand K1in these benchmark exoplanets and then compare the
results with previous works in the literature (e.g., Yan et al. 2017,
Keles et al. 2019, 2020; Sicilia et al. 2022). The methodology
presented in this work can be extended as well to other FGK stars
using 3D stellar atmospheres from the new full Stagger grid
(Rodriguez Diaz et al. submitted). It is worth noting that there
are only a few studies where Nar1 and K1 have been detected
simultaneously (e.g., Casasayas-Barris et al. 2021). Given the
opposite CLV curve of the resonance lines of the two ions, it
would be interesting to observe those lines for more planet-star
systems.

The impact of a 3D non-LTE modeling of the CLV of the
stellar lines needs to be studied in other species and other spec-
tral lines as well. In particular for transmission spectroscopy,
interesting species that have been detected in the atmosphere
of several exoplanets include Car, Cam (e.g., Yan et al. 2019),
Fer (e.g., Hoeijmakers et al. 2018), Fen (e.g., Bello-Arufe et al.
2022) and H1 Balmer lines (e.g., Fossati et al. 2023).

Finally, with the recent launch of the JWST (Barstow et al.
2015), a new era for low-resolution transit spectroscopy has just
begun. This space telescope will allow the atmospheric char-
acterization of a wide range of exoplanets, from Hot Jupiters
down to rocky planets and super-Earths. Low-resolution spec-
tra are even more susceptible to the CLV effect in a wavelength-
integrated sense than the high-resolution ones. Several studies
show that high-resolution spectra, if adequately corrected for the
RM and CLV effect, can be used to isolate the different spec-
tral components and mitigate the stellar contamination in low-
resolution spectra (e.g., Genest et al. 2022). Therefore, explor-
ing the effect of stellar CLV on low-resolution spectroscopy is
an issue that has to be addressed in the near future, and this work
is a step forward to achieve the best possible results in exoplanet
science with JWST.
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Appendix A: Additional tables and figures
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Fig. A.1: Comparison between 3D non-LTE models of the old
Na atom and the new one with added H rate coefficients from
Kaulakys (1991).

Table A.1: Equivalent widths (in mA) measured for the observed
spectra of the SST data at different p-angles via direct integration
of the line profiles. Note that the line profile of Na1 5896 A is
not integrated completely but it is truncated on the right wing to
exclude the blending due to a telluric line.

M Wssos (MA) Wi (mA)

1.00 4478 +4.7 1575+33
0.80 4463 +4.7 160.1 +3.3
0.60 4419+4.7 166.2+3.4
0.55 440.7+4.7 1689+3.4
045 4352+48 171.3+34
040 428.7+4.8 173.7+3.4
035 4239+48 175.6+3.4
030 4147+47 1783+3.5
025 412.6+4.7 181.2+3.4
0.20 400.7+4.7 184.1+3.4
0.15 389.9+48 1882+34
0.10 3782+49 1942+3.4
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Table A.2: Equivalent widths (in mA) measured for the observed
spectra of the IAG Atlas at different p-angles via direct integra-
tion over the wavelength range specified by A, in Table 3. Note
that the line profile of Nar 5896 A is not integrated completely
but it is truncated on the right wing to exclude the blending due
to a telluric line.

line 5896 5688 6154 6160 7699
M W, (mA)

1.00 4493+21 1221+13 356+1.1 557+12 160.1+1.4
099 4486+28 1221+17 358+15 558+15 1608+1.8
0.98 449.1+28 1225+1.7 356+15 557+15 160.7+1.8
097 450.6+20 1224+12 357+11 557+1.1 1604+13
0.95 449.8+23 1222+14 357+12 555+13 1604+1.5
090 4493+20 1219+12 359x+1.1 556+1.1 161.1+13
0.80 448.6+24 1212+15 365+13 559+13 1632+1.6
070 4473+25 1207+1.6 37.1+14 564+14 1657+1.7
0.60 445.8+23 1203+15 37.6+x14 568+14 168.0+1.6
0.50 4417+23 1201+15 385+14 574+14 1723+16
040 4362+24 1197+16 38915 57715 1757+18
035 4295+21 1196+14 392+13 578+13 178016
030 4245+25 1193+17 395+1.6 581+1.6 181.0+1.9
020 4126+29 119.1+20 40.1+19 585+19 1863+24
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Fig. A.2: Nar1 D, data taken in Campaign 1. Left: The limb darkening data of each wavelength point in the Na1 D, line on an
arbitrary intensity scale. The curves are ordered by wavelength, with the top (red) curve representing the red continuum, the middle
(green) curve representing the line core, and the bottom (blue) curve representing the blue continuum. Right: Normalized intensity
of the averaged line profiles at different u-angles. Spectra for u > 0.15 have been incrementally offset vertically by +0.3 for clarity.
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Fig. A.3: K1 data taken in Campaign II. Left: The limb darkening data of each wavelength point in the K1 7699 A line on an
arbitrary intensity scale. The curves are ordered by wavelength, with the top (red) curve representing the red continuum, the middle
(green) curve representing the line core, and the bottom (blue) curve representing the blue continuum. Right: Normalized intensity
of the averaged line profiles at different u-angles. Spectra for u > 0.15 have been incrementally offset vertically by +0.3 for clarity.
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Fig. A.4: Normalized observed (black dots) intensity and synthetic (red lines) center-to-limb profiles for the Na1 5688 A line, where
the numbers above each spectrum correspond to the p-angle. In the left corner, the calibrated abundance is shown. Spectra for
4 > 0.3 have been incrementally offset vertically by +0.3 for clarity.
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Fig. A.5: Normalized observed (black dots) intensity and synthetic (red lines) center-to-limb profiles for the Na1 6154 A line, where
the numbers above each spectrum correspond to the u-angle. In the left corner, the calibrated abundance is shown. Spectra for
4 = 0.3 have been incrementally offset vertically by +0.3 for clarity.
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Fig. A.6: Normalized observed (black dots) intensity and synthetic (red lines) center-to-limb profiles for the Na1 6160 A line, where
the numbers above each spectrum correspond to the p-angle. In the left corner, the calibrated abundance is shown. Spectra for
4 > 0.3 have been incrementally offset vertically by +0.3 for clarity.
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Fig. A.7: Normalized observed (black dots) intensity from the IAG Atlas and synthetic (red lines) center-to-limb profiles for the Nar
D; at 5896 A line, where the numbers above each spectrum correspond to the u-angle. In the left corner, the calibrated abundance is
shown. Spectra for £ > 0.3 have been incrementally offset vertically by +0.3 for clarity.
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Fig. A.8: Normalized observed (black dots) intensity from the IAG Atlas and synthetic (red lines) center-to-limb profiles for the

K 17699 A line, where the numbers above each spectrum correspond to the u-angle. In the left corner, the calibrated abundance is
shown. Spectra for ¢ > 0.3 have been incrementally offset vertically by +0.3 for clarity.
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